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Based in Saclay (Essonne), the LIST is one of the two institutes of CEA Tech, the technological research division of the CEA. Dedicated tointelligent digital systems, its mission is to carry out technological developments of excellence on behalf of industrial partners in orderto create value.
Within the LIST, the Laboratory of Vision and Learning for Scene Analysis (LVA) conducts research in the field of computer vision andartificial intelligence for the perception of intelligent and autonomous systems. The laboratory’s research themes include visualrecognition, behavior and activity analysis, large-scale automatic annotation, and perception and decision models. These technologiesare applied in major sectors such as security, mobility, advanced manufacturing, healthcare, and sports…

S09 - Multi-view re-identification of objects andindividuals based on 3D representation
6-month internship @ CEA List

Internship context

Missions

Many monitoring applications such as pedestrian video protection, cow monitoring in a farm or automatic analysis of team sportsgames rely on the correct re-identification of individuals in a camera network. The subject of re-identification has been widely studiedfor several years, and results are already very good when it comes to finding a person from discriminating details linked to theirappearance, based in particular on differences in color and texture. However, the task becomes increasingly complex when it comes torecognizing individuals seen from different points of view. Indeed, various parameters change in addition to appearance, such as theresolution of the individual in the image, its pose or its lighting conditions.

To overcome these various limitations, our team is proposing a new method based on 3D understanding of the individual. Indeed, theresults of recent methods for 3D reconstruction of objects are increasingly impressive, and it is interesting to exploit these newrepresentations in a context of individual re-identification.
With this internship, we would like to explore the extension of this research to the use of multiple views of the same object orindividual.

Re-identification principle : Retrieve query individual in a gallery of multiple persons or objects

Use multiple views for cattle re-identification [3]
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Different approaches can be explored during the intership :
• Exploiting multiple images as query or gallery for re-identification during training or inference.
• Explore the concept of multiple view fusion in a unique re-identification representation enriched by each point of view.
• Compare it to strategies that keep each unique view re-identification information and using ranking or matching to retrieve theperson.
• Explore the fusion of 2D images as an implicit multi-view re-id representation [2] vs a more explicit 3D representation leveragingSOTA 3D reconstruction approaches from one or many images [3]
• Explore the fusion of static vs articulated objects (luggage vs person), leveraging semantics from foundation models or generativemodels [4].

Internship objectives

Qualifications

• Students in their 4th or 5th year of studies (M1, M2 or gap year)
• Computer vision and 3D geometry understanding skills
• Machine learning skills (deep learning, perception models, generative AI…)
• Python proficiency in a deep learning framework (especially TensorFlow or PyTorch)

Job-related benefits

To apply, contact the laboratory with a CV and cover letter: lva-stages@cea-fr

Joining the CEA List and the LVA as an intern means:
• Joining an organization that addresses societal challenges to build the world of tomorrow.
• Working in one of the most innovative research organizations in the world (ranked in the global top 100, top 3 in France).
• Discovering a rich ecosystem where the institute creates privileged links between the industrial and academic sectors.
• Conducting research in an environment where autonomy and creativity are recognized, and where valorizing results is encouraged(publication of scientific articles, patents, and sharing of open-source code whenever possible).
• Joining a young and dynamic team made up of research engineers, PhD students, post-doctoral researchers, and interns.
• Benefiting from an internal computing infrastructure equipped with around 300 state-of-the-art GPUs.
• Receiving a stipend between €1300 and €1400 per month.
• Having the opportunity to continue with a PhD or as a research engineer after the internship.
• Having the possibility of remote work, receiving a 75% (instead of 50%) reimbursement on public transportation costs, andbenefiting from the "mobili-jeune" aid to reduce rent costs…
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Use of semantics to compare the same parts of objects for re-identification [4]


