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Based in Saclay (Essonne), the LIST is one of the two institutes of CEA Tech, the technological research division of the CEA. Dedicated tointelligent digital systems, its mission is to carry out technological developments of excellence on behalf of industrial partners in orderto create value.
Within the LIST, the Laboratory of Vision and Learning for Scene Analysis (LVA) conducts research in the field of computer vision andartificial intelligence for the perception of intelligent and autonomous systems. The laboratory’s research themes include visualrecognition, behavior and activity analysis, large-scale automatic annotation, and perception and decision models. These technologiesare applied in major sectors such as security, mobility, advanced manufacturing, healthcare, and sports…

S04 – Motion Guided Object Discovery
6-month internship @ CEA List

Internship context

Missions
In recent years, deep learning models have demonstrated outstanding advances for several computer vision applications suchas object detection and semantic segmentation. However, to obtain a reliable model, a massive amount of labeled data is needed.As an alternative, several research areas have raised aiming to acquire a good perception capacities with minimal or noannotations. Specifically, object discovery delivers instance segmentation without using any human annotation.
Recently, several methods demonstrated interesting results for object discovery in video data as the motion cues are used as afree source of annotations to segment objects that can move [1, 2]. On the other hand, unsupervised object-centric learning try tosegment the video data into different semantic concepts by focusing in temporal similarities and using pre-trained features offoundation models [3].

Samples of results of state-of-the-art method for Object Discovery [2]
It should be noted that these methods are class agnostic as only object masks are detected without specifying the class ofeach segment. Several methods can be considered to add such information such as few shot learning, foundation models [4]and open vocabulary approaches [5].

Internship objectives
Different approaches can be explored during the internship:
• Study different state of the art object discovery methods;
• Design a model for object discovery while using the temporal consistencies and rich features of recent foundation models;
• Study different approaches to add the semantic information to the proposed model;
• Compare the proposed approach to previous methods on academic benchmarks;
• Depending on the obtained results, the contributions of this internship may lead to an international conference or workshoppublication.
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Qualifications
• Students in their 4th or 5th year of studies (M1, M2 or gap year)
• Computer vision skills
• Machine learning skills (deep learning, perception models, generative AI…)
• Python proficiency in a deep learning framework (especially TensorFlow or PyTorch)

Job-related benefits

To apply, contact the laboratory with a CV and cover letter: lva-stages@cea2fr

Joining the CEA List and the LVA as an intern means:
• Joining an organization that addresses societal challenges to build the world of tomorrow.
• Working in one of the most innovative research organizations in the world (ranked in the global top 100, top 3 in France).
• Discovering a rich ecosystem where the institute creates privileged links between the industrial and academic sectors.
• Conducting research in an environment where autonomy and creativity are recognized, and where valorizing results is encouraged(publication of scientific articles, patents, and sharing of open-source code whenever possible).
• Joining a young and dynamic team made up of research engineers, PhD students, post-doctoral researchers, and interns.
• Benefiting from an internal computing infrastructure equipped with around 300 state-of-the-art GPUs.
• Receiving a stipend between €1300 and €1400 per month.
• Having the opportunity to continue with a PhD or as a research engineer after the internship.
• Having the possibility of remote work, receiving a 75% (instead of 50%) reimbursement on public transportation costs, andbenefiting from the "mobili-jeune" aid to reduce rent costs…
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